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Summary 

Laboratory experimental instantaneous releases of right circular cylindrical volumes of 
heavy gas mixtures (Freon-12/sir) with initial volumes ranging from 0.034 m3 to 
0.135 m3 and specific gravities ranging from 2.2 to 4.2 are described. Ground level peak 
gas concentrations are reported, and comparisons are made with corresponding 0.4 m 
elevation peak gas concentrations measured in Thorney Island Phase I Trials 7 through 
16. An initial dilution phase in the Thorney trials immediately following release is ob- 
served which appears relatively unaffected by the ambient wind and which results in an 
order of magnitude dilution of the gas cloud. This initial phase of the Thorney Island 
trials, which prevails for lower wind speeds, is modeled accurately by the calm-air labor- 
atory experiments at - 1:50 scale. 

A mathematical model developed for incorporation in the U.S. Coast Guard Hazard 
Assessment Computer System (HACS) is described, and simulations of selected Thorney 
Island Phase I trials are compared with field measurements. 

1. Introduction 

We have been developing a general application, heavy gas dispersion model 
for incorporation in the U.S. Coast Guard Hazard Assessment Computer 
System (HACS) [ 11. As part of the development, an extensive series of 
laboratory experimental heavy gas releases has been conducted. The labor- 
atory experiments conducted to date have been instantaneous isothermal 
releases, in calm air, of right circular cylindrical volumes of dense gas. A 
primary purpose of these experiments has been to obtain accurate measure 
ments of the lateral spreading rate and the associated turbulent mixing with 
air which is due to the rapid gravity-driven flow that ensues, and to in- 
vestigate the scaling of such measurements for comparison (and prediction) 
of field releases. 

Simultaneously with the laboratory release experiments, an extensive 
review has been made of the numerous mathematical model techniques 
which have been proposed. As a result of this review and an extensive pro- 
gram of mathematical model prediction comparisons with field data sets in- 
cluding the AGA LNG test series [2], the Esso/API LNG test series, the Burro 
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and Coyote LNG test series [ 3,4], and the Shell Maplin Sands releases [ 51, 
as well as consideration of other small scale field and wind tunnel heavy gas 
dispersion data, we have concentrated on the modeling technique proposed 
for the Shell HEGADAS (HEavy GAS Dispersion from Area Sources) model. - -- 
However, we have made substantial modifications to generalize the ap- 
plicability of the model. In particular, we have modified the model to allow 
for air entrainment in the heavy gas cloud formation phase, and included 
energy balance effects associated with cloud/air mixture phase changes and 
heat transfer from the surface underlying the initially formed gas cloud. 

This paper summarizes some of the results of our still-air laboratory re- 
lease gas concentration measurements and compares them with measure- 
ments from the Thorney Island Phase I trials. We conclude that the labor- 
atory and field tests demonstrate for this type of release the importance of 
an initial dilution phase during the period immediately following release. 
This dilution phase is relatively unaffected by the ambient wind and is 
accurately modeled by calm-air laboratory experiments at about 1:50 scale. 

Finally, using air entrainment data obtained from the laboratory experi- 
ments to parameterize the mixing which occurs in the gravity spreading- 
controlled phase of the heavy gas cloud development, mathematical model 
predictions are compared with the measured downwind peak concentrations 
measured in Thorney Island Phase I Trials 7-9, 11, 13, and 15. 

2. Laboratory model still-air tests 

Our experimental facility has been designed for the instantaneous or 
time-dependent release of up to about 1 m3 dense gas in the center of a flat 
14.4 m diameter circular area. Simultaneous real-time gas concentration 
measurements are provided at up to eight positions anywhere in the spill area 
(including vertically to a height of about 1 m). Photographic documentation 
of smoke-marked releases utilizes motor-driven 35 mm cameras and a high 
speed 16 mm movie camera. 

2.1 Release method 
Figure 1 shows a sector of the release area surrounding a 135 liter gas 

container filled with white-smoke-marked Freon-12 gas with a height-to- 
diameter ratio one. The gas container is a 3 mm thick polycarbonate sheet 
rolled to form a cylinder with vertical exterior support ribs which extend 
above the cylinder to a fitting attached to the end of a rod in a pneumatic 
cylinder. The pneumatic cylinder is rigidly mounted in a framework hung 
from roof support beams. A solenoid valve operated by the computer con- 
trol and data acquisition system admits air under the pneumatic cylinder 
piston for a designated time period, moving the gas container vertically past 
the gas volume. 

The open-topped gas container is filled by introducing the test gas at the 
bottom through a distribution plate with eight radial outlets to minimize 
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Fig. 1. 135 liter Freon-la, H/D = 1.0. 

mixing effects due to gas jetting. Horizontal slots cut in the container wall 
determine the gas height when filled. The container removal time is con- 
trolled by the operating pressure of the air supply line and by the length of 
time the solenoid valve is maintained open, and measured by timing the 
passage of a reflective tape marker on the cylinder between light beams 
projected from optical fibers mounted to the side. 

Container removal rates were studied using smoke-marked gas volumes to 
determine operating conditions required to leave a freestanding, minimally 
perturbed, cylindrical gas volume after the container had risen above the gas. 
Figure 2 shows high speed 16 mm movie frames of the vertical travel of the 
135 liter container (H/D = 1.0) initially containing smoke-marked argon. The 
bottom of the container is past the top of the gas volume 0.18 seconds after 
its vertical movement began, and the second frame indicates that the gas is 
freestanding with essentially no movement or perturbation. 

Figure 3 shows the (same view as Figure 1) spreading cloud taken 1.2 sec- 
onds after release. Figures 4 and 5 show overhead views of the release. In 
Figs. 4 and 5, the gas container is just hidden under the square plate which is 
part of the release mechanism framework. The edge of the spreading gas 
cloud has advanced to a radial distance of 1.5 m in Fig. 4 and 2.0 m in 
Fig. 5. The radial symmetry of the cloud is clearly indicated. Observations of 
the cloud’s movement beyond the edges of the area photographed confirm 
radial cloud advance to distances at which the peak gas concentration at 
floor level has decreased to at least 1% of the initial value. The spreading gas 
rapidly forms a torus or doughnut shape, as observed in previous wind tunnel 
[ 61 and field [ 71 calm-air and low-wind releases. 

2.2 Gas concentration measurement 
In the background of Fig. 1 are shown vertical support rods on which gas 

sensors are mounted; sensors are positioned to avoid interference in the flow 
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Fig. 2. Freestanding gas cylinder initial condition. 

caused by other sensors. Figure 6 shows a sensor mounted on a support rod. 
A vacuum pump aspirates gas through a 4 mm diameter sample port fitted 
with a fibrous filter; the sample flows over a 4 pm wire or 25 pm film 
mounted on a TSI 1260 anemometer probe, and then through a 400 pm 
diameter choke. The aspiration rate with the 440 pm choke, used in most of 
the measurements described here, is approximately 1.5 liters/min, although 
some measurements have been made with aspiration rates as low as 
300 ml/min. The high aspiration rates have been used to maximize the re- 
solution of the peak concentrations in the cloud. 

The hot wires or films were operated at overheat ratios of 1.32 and 1.16 
respectively, corresponding to an operating temperature of about 85°C. This 
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Fig. 3. 135 liter Freon-12 release, t = 1.2 s. 

Fig. 4. 135 liter Freon-12 release, t = 1.2 s. 

Fig. 5. 135 liter Freon-12 release, t = 1.7 s. 
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Fig. 6. Aspirated hot film gas concentration sensor. 

operating condition was determined to give good resolution of the con- 
centration of Freon-lB/air mixtures without appreciable deterioration of the 
sensors experienced in high Freon-12 concentration, high overheat ratio 
usage. The output of the TSI 1053B anemometers is fed to a reference 
voltage shifting circuit, through a low pass filter (100 Hz) and amplifier, and 
input to a DEC MINC/ll-23 computer data acquisition system. Gas con- 
centration measurements were made at 250 Hz for 50 seconds after release. 

Gas calibration mixtures are fed to the gas sensors just before filling the 
container and again at the end of a series of three repeat releases. Clear air 
readings are also made between releases to correct for sensor drift which may 
result primarily from change in air temperature or pressure and secondarily 
from other factors such as sensor aging and electronic circuitry drift. We 
estimate the gas concentration measurements reported to be accurate to 
within about 2% of reading in the range 50-lOO%, 4% of reading in the 
range 25-50%, 10% of reading in the range 5-25%, and 20% of reading in 
the area of 1% concentration, based on analysis of the sensor’s drift char- 
acteristics. Primary standardization of the calibration mixtures prepared with 
rotameters was done by gas chromatography. 

2.3 Test results 
We summarize here measurements of the spreading and dilution of H/D = 

1 Freon/air mixtures with volumes 34.2, 54.1, and 135 liters and specific 
gravities 2.15, 2.90, and 4.17. Each experimental release is repeated at least 
twice. Figure 7 shows typical ground level (0.6 cm) gas concentration mea- 
surements at three successive nondimensionalized radial distances (R* = 
R/V1’3) from the relase center. Three concentration time series, taken in 
three successive experiments, are shown for each radial position. In most 
cases, the variation of maximum concentrations is close to or within the 
expected accuracy of the concentration technique. Gas concentration mea- 
surements near the release indicate a complex, but remarkably repeatable, 
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Fig. 7. Repeat gas concentration measurements at three radial positions, Freon-la, V = 
0.054 m3. 
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structure which appears to correlate well with complex flow patterns ex- 
hibited in the cloud leading edge near the release. Distinct peaks and valleys 
in the concentration records, as in Fig. 7, appear to correlate with observed 
complex roll and wave structures in the cloud’s leading edge near the release 
(see Figs. 3-5). As the cloud snreads radially, the complex frontal move- 
ment is seen to diminish, both in the photographs and in the gas concentra- 
tion measurements. 

Hall et al. [6] have suggested that calm air releases of cubic volumes of 
gas should have a characteristic length of 1 = V1’3 and a characteristic time 
scale T = V”6 /@ where g = gravitational acceleration and A = (p - pa)/pa. 
Figure 8 shows peak measured gas mole fraction plotted against R*, the non- 
dimensionalized distance from the spill center, for pure Freon-12 spills. The 
data for the three spill volumes collapse well using the scaling rules proposed 
by Hall et al. The individual points on Fig. 8 are averages of three repeat 
experimental runs, and the dashed lines define the outer boundaries on all 
peak concentrations measured for these releases. Figure 9 shows a plot of 
concentration vs. R* for the three volumes tested, including releases with 
initial specific gravities 2.15, 2.90, and 4.17. All of the ground level peak 
concentration vs. dimensionless distance data taken for different volumes 
and initial densities fall within the same bounds as in Fig. 8 within the limits 
of experimental error and experiment reproducibility. 

Figure 10 shows a plot of t* = t/T, the non-dimensionalized cloud arrival 
time (measured from the concentration onset illustrated in Fig. 7) vs. 

Specific Gravities 

A417 

1.0 5.0 9.0 13.0 1.0 5.0 9.0 13.0 

R* Fl- 

Fig. 8. Maximum concentration at z = 0.6 cm vs. R*. Freon-12, 0.034, 0.054, and 
0.135 m’ volumes. 

Fig. 9. Maximum concentration at z = 0.6 cm vs. R *. Three gas volumes and three initial 
densities. 
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Fig. 10. Dimensionless distance vs. time of cloud arrival. 

(R"' - R$‘) for the three volumes tested. Integration of the “gravity intru- 
sion” formula 

dRldt = CE~ (1) 

indicates that cloud radius should be proportional to fi The line of slope 1 
dashed on Fig. 10 corresponds- to that dependence of R on t for times 
greater than t* - 20. Extrapolation of the dashed line indicates a value of 
CE = 1.16 in eqn. (1). 

3. Comparison with Thomey Island test results 

Table 1 summarizes the Phase I Thorney Island release conditions for 
Tests 7 through 16. We have not analyzed data from Tests 5 and 6 and 17, 
18, and 19. Tests 7 through 16 are all essentially instantaneous releases of 
nominal 2000 m3 volumes of Freon-12/sir mixtures with initial height 13 m 
and diameter 14 m. The cloud dispersion process in these tests is initiated by 
a rapid gravity-driven flow phase in which the cloud slumps to the ground 
and spreads laterally. There is a characteristic time period following release 
in which the heavy gas flow field is relatively unaffected by the wind field. It 
follows that the initial dilution of the cloud will be relatively unaffected by 
the wind field, and should therefore be similar to a calm air release during 
this period. The extent of this period and the cloud dilution which occurs 
during this period as a result of turbulent mixing generated by the gravity- 
driven flow are important determinants of the maximum downwind distance 
reached by a given gas concentration level. 

Figure 11 shows a plot of the maximum (peak) gas concentration mea- 
sured at 0.4 m elevation along the centerline mean wind direction for 
Thorney Island Tests 7 through 16. We have superimposed on this plot the 
data bounding curves for our laboratory calm-air releases as summarized in 
Figs. 8 and 9. There is a clear indication of an initial dilution phase dom- 
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TABLE 1 

Summary of Thorney Island Phase I trials Tests 7 through 16 

Trial Initial Wind Initial Ambient Relative Pasquill 
number specific velocity Richardson temperature humidity stability 

gravity, (m/s) at number a (“Cl (%I 
PO IpA 10 m 

7 1.78 3.2 9.4 17.1 80.7 E 
8 1.72 2.4 15 17.1 87.6 D 
9 1.73 1.7 31 18.6 87.3 F 

10 1.97 2.4 21 11.1 19.2 C 
11 2.03 5.1 4.9 12.3 77.1 D 
12 2.31 2.6 24 10.8 66.2 E 
13 1.96 7.5 2.1 13.2 74.1 D 
14 1.98 6.8 2.6 12.6 84.2 C/D 
15 1.41 5.4 1.8 10.3 88.4 D 
16 1.68 4.8 3.8 9.7 85.1 D 

a 
Ri, =g [PO - 1) V"3/~f,,. 

LPA J 
Note: The initial specific gravities for trial Nos. 7 to 14 were revised by NM1 subsequent 
to the performance of this work. The revisions do not affect the conclusions. 

Thorney Trials 

0 centerline 

X near centerline 

1 

100. 

ILance from &I Center/l 

Fig. 11. Maximum cloud centerline, 0.4 m elevation, gas concentration measurements 
from Thorney Trials 7 through 17. Comparison with laboratory cairn air releases. 
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inated by gravity-driven flow effects which is relatively unaffected by the 
ambient wind flow field. The duration of this initial phase, as would be 
expected, appears to be dependent on the initial release Richardson number, 
which reflects the relative strengths of the gravity-driven and ambient wind 
flows. During this time period the laboratory calm-air release results scale 
accurately to the Thorney Island 2000 m3 release, representing a char- 
acteristic length scale factor increase of about 25. Furthermore, the initial 
gravity-driven dilution phase, for practical purposes, completely controls the 
maximum downwind distance to concentration levels as low as about 10% 
and appears to be the determining factor for concentration levels as low as 
1%. 

4. Mathematical model description 

The model is an adaptation of the Shell HEGADAS model described by 
Colenbrander [ 81. A lumped parameter model of the initial formation of a 
heavy gas “source” cloud, which incorporates air entrainment at the gravity 
spreading front using a frontal entrainment velocity, is substituted for the 
source description recommended for HEGADAS. The model is described in 
three parts: (a) The heavy gas source cloud formation, (b) the downwind 
dispersion model, and (c) the quasi-steady treatment of transient gas releases. 
The complete model is required for modeling the Thorney Island tests, al- 
though model capabilities which are being incorporated to account for 
effects of non-ambient temperature gas releases are not required. 

4.1 Heavy gas source cloud formation 
A “box” model of the initial formation of the heavy gas source cloud, 

which may form from an evaporating liquid pool or otherwise specified 
ground level emission source, or be an initially specified gas volume of pre- 
scribed dimensions for an instantaneous release, is illustrated in Fig. 12. The 
gas source cloud is represented as a cylindrical gas volume which spreads 
laterally as a density-driven flow, with entrainment from the top of the 
source cloud by wind shear and air entrainment into the advancing front 
edge. A mass balance on the total mass in the source cloud (M) gives 

dM . 
- = E(t) + Mqe - rrR'Q&iaxhc 
dt 

The rate of entrainment of air at the advancing cloud edge.k%, is given by 

. 
Ma+ = PnRH)(-h 

and the cloud edge (spreading) velocity is modeled as 

(3) 

u= g = CE [g [y] H] I” (4) 



(a) Secondary Gas Source Cloud Formation 

Frontal 

(b) Downwind Dispersion 

C(x,y,r)=C~(x) erp [-(yl’-[$-$+a] .Ivj>b 

FOR C=Cu 

Fig. 12. Schematic diagram of recommended Coast Guard-HACS heavy gas dispersion 
model. 

A mass balance on the air in the source cloud (Ma) gives 

Ma 
- =Gqe - nR’Q&, 

dt 
(5) 

where x, = Ma/M is the mass fraction of air in the cloud. 
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The maximum atmospheric “takeup” rate of contaminant from the cloud 
top (nR*Q$,) is calculated from 

(6) 

where the flux is calculated based on a square source of equivalent area 
(I,’ = nRZ). S, is specified by an analytical solution to the equation 

(7) 

(See the subsequent section for the derivation of equations (6) and (7) and 
the specification of $(Ri*).) 

Equations (2), (4) and (5) are integrated with respect to time, determining 
M(t), R(t), Ma(t), and Q*(t). The source dimensions and the takeup rate 
(nR2Q*/x,) provide the initial conditions for the downwind dispersion 
calculation. 

4.2 Downwind dispersion model 
The model treats dispersion of gas entrained into the wind field from an 

idealized rectangular shape source of half width y = B and length L. The 
idealized source results from the source cloud formation model described 
previously, with the (normally) circular source cloud represented as an equiv- 
alent area rectangle. The source is centered at LX = y = 0 as shown in Fig. 12b. 
Similarity forms for the concentration profiles are assumed which represent 
the plume as being composed of a horizontally homogeneous section in 
which dispersion only occurs vertically, with Gaussian (concentration) 
profile edges. A power law wind velocity profile is assumed. With the as- 
sumed similarity forms for the concentration and velocity profiles, the 
variables c, (ground level centerline gas concentration), b (width of the 
horizontally homogeneous center section of the plume), and Sy and S, (scale 
factors in the similarity forms for concentration) are constrained by or- 
dinary differential equations. 

S,(x) is determined by requiring that it satisfy the diffusion equation 

ac a ac 
&-_Z- 

ax a2 [ I Kz az 

with a vertical turbulent diffusivity given by 

ku*z 
Kz = - 

@tRi*) 
(9) 

The function #(R&h) = 0.74 + 0.25 Rig’ + 1.2 X lo-’ Ri$, proposed by 
Colenbrander, is a curve fit of laboratory scale data for vertical mixing in 
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stably density-stratified fluids reported by McQuaid [9] and Kantha et al. 
[lo]. The friction velocity in eqn. (9) is calculated assuming a logarithmic 
wind velocity profile 

U+ =ku, [In (y) - $1 (t)]-’ (10) 

Combining the assumed similarity forms for concentration and wind velocity 
with eqns. (8)-( 10) gives 

Wz/zo)l+” = h u* (l+cf)* 
dx z. G $4&h) 

(11) 

where the Richardson number is computed as 

Ri* =g 
p (cc) - h(Heff ) hff 

P,@‘W x 

and the effective cloud depth is defined as 

(12) 

1 m 
H eff = - s 

cdz = 
W/(1 + a)) s 

1+cY 
Z 

cc 0 
(13) 

Equation (ll), which is derived for two-dimensional dispersion, is “general- 
ized” to the following form for application to a heavier-than-air gas plume 
as a density intrusion: 

$ [Beff( $,““I = $ z (I-+;;*? 

where the plume “effective half width” is defined by 

(14) 

Beff = b + 2 Sy 

and determined using the gravity intrusion relation [ 11,121 

P(G) - Pa(z=O) H 

P(Q) 
eff 

The average transfer velocity in the plume can be shown to be 

Ueff = uo (&/zoY (r(l/(l+ ~I))-’ 

and it follows that 

(15) 

(16) 

(17) 

(18) 
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with 

C, = k?z0P3 (l/(1 + a)) “2 

z&l+(w) 1 

The crosswind similarity parameter Sy (x) is also determined by requiring 
that it satisfy the diffusion equation 

ac a ac 

““aX=aY ay KY - (19) 

with the horizontal turbulent diffusivity given by 

KY 
= K,u,B,Yff (20) 

When b = 0, S, = flay, where uY is the similarity parameter correlated by 
Pasquill-Gifford [ 131 as uy = 6xP for use in the relation 

c = cc exp (- ~(Y/o,)~) 

Further, when b = 0 eqns. (19)-(21) require that 

dUY - 
UY z - KoB,Yff 

with y = 2 - l/p and K0 = (2p/7r)(Gm)1’p. Thus 

S 
my = “” BZ 

ydx IT eff (23) 

Equation (23) is also generalized at this point by assuming it applicable 
when determining S, even when b is not zero. 

At a downwind distance xt where b has decreased to zero, the crosswind 
concentration profile is assumed Gaussian with S, given by 

s, =fiS(x +x,)P 

where x, is a virtual source distance given by 

(24) 

Sy@t) = dmxt + 4 (25) 

It is assumed that gravity spreading is terminated for x > 3tt. 
For a steady gas/air plume, the center line concentration cc is determined 

from the material balance 

,?J = 7 
0 

7 cu,dy dz = 2c;~~;;;aBeff 
-m 0 

(26) 

where E is the plume gas source strength. 
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Equations (ll)-( 15), (18) and (23)-(26) are combined with an equation 
of state relating cloud density to gas concentration and are solved simultane- 
ously to predict S,, S,, c,, and B,ff as functions of downwind distance 
beginning at the downwind edge of the gas source. 

In the event that E(t), the gas evolution rate from the primary source, is 
less than the potential atmospheric takeup rate, no gas source accumulation 
occurs. The source length and half-width are then L = L, and B = B,, and 
for an average value of the ground level concentration &, 

Gh&, Y +01 
Q* = (1 +cu)z;L 

(27) 

In this case, eqn. (27) must be solved by iteration, since the values of 2, 
and S, are related through the concentration dependence of the Richardson 
number. Sz, , the value of S, at the downwind edge of the heavy gas source, 
is computed using eqn. (11) over the source, starting with S, = 0 at the 
upwind edge of the source, and neglecting lateral dispersion over the source. 

4.3 Quasi-steady approximate treatment of transient gas releases 
The model provides for treatment of transient gas releases, i.e., releases in 

which the area of the gas source and/or the gas emission rate vary with time. 
The dispersion downwind of such releases is computed for a series of source 
configurations representing the time-varying primary source. Information 
from this series of steady state predictions is then extracted to provide a 
quasi-steady state description of the transient dispersion downwind of the 
source. 

Following Colenbrander’s description [ 81, consider a series of “observers” 
travelling (in the wind field) over the transient gas source which is assumed 
circular with radius R(t) and vertical emission (flux) Q*(t). The vertical 
vapor flux is assumed spatially uniform over the source. The transient gas 
source is represented as an equivalent square shape with length L(t) = 
fiR(t). If Q(t) < Q* ,,(Lp(t)), then B(t) = BP(t) and Q*(t) = Q(t). The 
ground level concentration at the source downwind edge is determined as 
indicated in eqn. (27). If Q(t) > Q* (L(t)), a heavy gas source cloud ac- 
cumulates over the gas source. The R%vy gas source cloud is assumed cylin- 
drical in shape with radius R(t) and height iY( t), and is modeled as described 
in the previous section on the heavy gas cloud formation phase, resulting in 
specification of the time-varying source cloud radius, R(t), and contaminant 
takeup rate Q*(t)nR’(t). 

Let the subscript i refer to quantities associated with “observer” i. 
Consider that the observers originate from the point which corresponds to 
the maximum upwind extent of the gas layer (3t = -R,,). 

The desired observer velocity is the average transport velocity of the gas 
u,ff; however, the value of u,ff will differ from observer to observer with the 
unfortunate consequence that some observers may be overtaken by others. If 
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one examines a neutrally buoyant cloud, the value of u,ff becomes a func- 
tion of downwind distance alone. With this functionality and the value of 
Sz, when the averaged source rate (nR’Q*) is a maximum (denoted with the 
subscript m), Colenbrander models the observer velocity to be: 

UO “+%I, Q/(l+OL) 
u&x) = 

1 
(28) 

r- ( ) 6 
1+cX 2 R, +R,, 

Noting that U&X) = d.r/dt, observer position and velocity as functions of time 
are determined. 

A time-averaged source as seen by each observer is computed. If tupi and 
tdni denote the times when observer i encounters the upwind and downwind 
edges of the source, respectively, then the source length seen by observer i is: 

Li = xi(tdni) - 3Ci(‘,pi) 

The half width of the source, Bi (t), is: 

B;(t) = JR*(t) -z+(t) 

(29) 

(36) 

Consequently, the gas source “half area” Ai seen by the observer is given by 

tdni 

Ai = [ ui(t)Bf(t)dt 

An average observed half width (required for representing the source as 
rectangular) is given by 

Bi = Ai/Li , (32) 

and the average takeup flux from the gas source during the passage of ob- 
server i is given by 

tdni 

s 

Q*(t)Bi(t)ui(t)dt 

QT = t”Pi 

BiLi 
(33) 

In order to close the integral material balance (equation (26)) over the 
source, an averaged value of SzOi is calculated: 

&,i = t;O, (f) ui(t)dZ 

UP1 
(34) 

where dSx/& is substituted from eqn. (11). Unfortunately, this method of 
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determining S, can result in values of cc computed from the material 
balance (equatibn (26)) which exceed PE. When this occurs, the value of Sz, 
is calculated with the integral material balance and PE. 

For each of several observers, released successively from x = -Rmax, the 
observed dimensions Li and Bi, the upwind and downwind edges of the 
observed source, the average vertical dispersion coefficient, Sz,_ and the 
average takeup flux Qr applicable during the observer’s passage can be deter- 
mined. For each such observer, a steady state calculation of cc.(x), S,i(x), 
S#), and Bi(x) is made. 

The concentration distribution at any specified time ts is then determined 
by locating the position of the series of observers at time ts, i.e. Xi(ts), and 
noting that quasi-steady values of the concentration, S,, S,, and b at times ts 
are Cc@i(&)h Sy@i(&)h Sz(Xi(C3))9 and b(Xi(tg)). The corresponding con- 
centration distribution is then computed from the assumed profiles given in 
Fig. 12. 

4.4 Allowance for dispersion along the wind direction 
Following Colenbrander, we also apply a “correction” or adjustment to 

the values of cc calculated as described above to account for dispersion in 
the wind direction. The calculated ground level concentration c,(x) is con- 
sidered to have resulted from the release of successive planar puffs of gas 
(c,(x)Ax) without any dispersion in the x-direction. If it is assumed that 
each puff diffuses in the x-direction as the puff moves downwind inde- 
pendently of any other puff and that the dispersion is one-dimensional and 
Gaussian, the x-direction concentration dependence is given by 

‘ktx; xpi) = 
Cc(xpi)Axi 

flnux exp 1-i (y)2i (35) 

where Xpi denotes the position of the puff center due to observer i. 
The x-direction dispersion coefficient a, is assumed to be a function of 

distance from the downwind edge of the gas source (x - x,,) and atmospheric 
stability given by 

ux(x - x0) = 0.02(x - x0)1*22 for * < 0 (unstable); x - x0 > 130 

= 0.04(x - xo)1.14 for t = 0 (neutral); x - x 0 > 100 (36) 

= 0.17(x - x0)0*9’ for + > 0 (neutral); x-x0 > 50 

where (x - x0) and a, are in meters [ 141. The concentration at x is then 
determined by superposition, i.e., the contribution to ck at a given x from 
neighboring puffs is added to give an x-direction corrected value of cc. For N 
observers, 
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(33) 

Trials 7 through 9, 11, 13 and 15, which represent the maximum range of 
wind velocity as well as initial spill Richardson numbers for the Phase I trials 
(including Trials 5, 6 and 17 through 19, which we have not analyzed) have 
been simulated using the model described previously. 

The model input conditions used for the simulations are taken from 
Table 1. The model requires as input the volume to be released and its di- 
mensions, the initial density (gas concentration), wind velocity at specified 
height,. ambient temperature, pressure and humidity, Pasquill stability cat 
egory, and surface roughness. For all simulations, a 2000 m3 source, 14 m 
diameter, and 13 m height were used, as was a site surface roughness of 0.01 m. 

Figures 13 through 18 show the model computed centerline maximum 
(peak) concentration vs. downwind distance. The first, straightline section 
represents the computed heavy gas source cloud concentration, and the 
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Fig. 13. Maximum concentration vs. distance for trial No. 7. 
Fig. 14. Maximum concentration vs. distance for trial No. 8. 
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Fig. 16. Maximum concentration vs. distance for trial No. 11. 
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Fig. 17. Maximum concentration vs. distance for trial NO. 13. 
Fig. 18. Maximum concentration vs. distance for trial No. 15. 

downwind extent of this line indicates the limit of the computed gravity 
spread of the source cloud. The computed concentration in this region rep 
resents a cloud volume average concentration and reflects the use of a frontal 
entrainment coefficient of 0.6 (see equation (3)), which is tentatively rec- 
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ommended from our analysis of the laboratory calm-air experiments de 
scribed earlier. The experimental data shown represent the maximum mea- 
sured values (0.6 s time average) observed at stations located on the center- 
line mean wind direction and at the nearest stations on either side thereof. 
Concentrations measured at stations on the mean wind direction centerline 
are designated. 

The results shown in Figs. 13 through 18 collectively indicate a predicted 
maximum downwind distance to the 1% gas concentration level which agrees 
with the experimental field measurements to within about 20% for all of the 
release conditions represented, which encompasses essentially all of the 
Thomey Island test variable range except that of the pure Freon-12 release 
in Test No. 17. Uncertainty in the specification of atmospheric stability and 
the appropriate representation of the site surface roughness, as well as varia- 
tions in the wind speed and direction around the mean values used for the 
simulation can account for differences as great as those shown between 
predictions and measurements. Consequently, we believe the simulation 
results are sufficiently accurate to justify the use of this model for pre- 
diction of the maximum concentration versus distance expected for releases 
of this type. 

6. Conclusions 

Analysis of gas concentration measurements from Thomey Island trials 
Nos. 7-16, representing nominal 2000 m3 Freon/air instantaneous releases 
with initial aspect ratio approximately one, initial specific gravities ranging 
from 1.41 to 2.31, wind speeds at 10 m height ranging from 1.7 to 7.5 m/s, 
and atmospheric stabilities ranging from slightly unstable to stable, indicates 
that for this type of release: 

(i) There is a characteristic time following release during which the heavy 
gas flow and the associated dilution with air are relatively unaffected by the 
wind field. 

(ii) Comparison with our laboratory experimental calm-air instantaneous 
release results indicates that the initial dilution phase of the Thomey Island 
trials is accurately modeled at laboratory scale (-150). This initial dilution 
phase is indicated to extend to a nondimensional time of about 40 at which 
time the maximum cloud concentration at the advancing front is about 10%. 
The rapid dilution occurring during this phase continues to be an important 
factor in determining the time scale and distance at which maximum con- 
centration in the cloud have reduced to the 1% level characteristic of fuel- 
air lower flammability limits. 

(iii) The presence of wind increases the maximum downwind distance to 
concentration levels of the order of 1%. Although a correlation of this dis- 
tance with the cloud initial density and wind velocity appears to be in- 
dicated, we have not yet drawn any conclusions in this regard. 

(iv) A mathematical model, adapted from the Shell HEGADAS model 
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described by Colenbrander [ 81, modified to incorporate a heavy gas source 
formation phase which accounts for air entrainment at the advancing gravity- 
driven gas current front, and utilizing an air entrainment coefficient spec- 
ification based on the results of our laboratory still-air heavy gas release 
experiments has been developed. The model predicts the maximum (peak) 
concentrations vs. distance observed in the simulated trials sufficiently ac- 
curately to justify the model’s use for prediction of heavy gas peak con- 
centration decay with distance expected for releases of this type. 
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Notation 

Ai 
B 
B; 

Bee 
BP 
b 

c 

CC 
I 

CC 
“cc 
CE 
E 

g 
H 

Heff 
KJ 

2 
kZ 
L 

LP 
1 
M 

Ma 
Mw 
N 

Q 

source area seen by observer i (m’ ) 
source half width (m) 
local half width of source seen by observer i (m) 
effective width of gas plume (m) 
primary source half width (m) 
half width of horizontally homogeneous central section of gas plume 

(m) 
concentration ( kg/m3 ) 
centerline, ground level concentration ( kg/m3 ) 
centerline concentration corrected for r-direction dispersion (kg/m3) 
average ground level concentration ( kg/m3 ) 
constant in density intrusion (spreading) relation 
source rate (kg/s) 
acceleration of gravity ( m2 /s) 
height or depth of density intrusion or cloud (m) 
effective cloud depth, eT. (13) (m) 
constant in eqn. (20) (m -r) 
horizontal turbulent diffusivity (m2/s) 
vertical turbulent diffusivity (m2 /s) 
von Karman’s constant, 0.35 
source length (m) 
primary source length (m) 
characteristic length, V1’3 
total cloud mass (kg) 
total air in the cloud (kg) 
mass rate of air entrainment into the cloud (kg/s) 
number of observers 
gas source flux from primary source (kg/m2 s) 
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atmospheric takeup flux (kg/m2 s) 
maximum atmospheric takeup flux (kg/m2 s) 

R gas source cloud radius (m) 
R, value of R when (nR’Q*) is a maximum (m) 
R max maximum radius of the cloud (m) 

RP 
R* 
Rio 
Ri* 

SY 

SZ 

S 20 
S =cm 
t 
T 
tdni 

t”Pi 
t* 

U 

ui 

UX 

Uo 

UlO 

Ueff 

u* 

V 

primary source radius (m) 
nondimensionalized radius, R /1 
initial Richardson number, Thorney Island trials 
Richardson number, eqn. (12) 
horizontal concentration scaling parameter (m) 
vertical concentration scaling parameter (m) 
S, at the downwind edge of the source (x = L/2) (m) 
value of Sz, when (nR’Q*) is a maximum (m) 
time (s) 
characteristic time (s) . 
time when observer i encounters downwind edge (s) 
time when observer i encounters upwind edge (s) 
nondimensional time t/T 
cloud edge gravity spreading velocity (m/s) 
velocity of observer i (m/s) 
wind velocity, along x-direction (m/s) 
wind velocity measured at z = z. (m/s) 
wind velocity at z = 10 m (m/s) 
effective cloud advection velocity (m/s) 
friction velocity (m/s) 
initial volume of release ( m3 ) 

x, y,z Cartesian coordinates (m) 
x0 downwind position of the gas source (m) 
x,, xc mass fraction air and contaminant, respectively 
xpi position of puff center due to observer i (m) 
Xt downwind distance where gravity spreading terminates (m) 
xv virtual point source distance (m) 
20 reference height in wind velocity profile specification (m) 
zr surface roughness (m) 

; 
constant in power law wind profile 
constant in uy correlation 

Y constant in eqn. (20) 
r gamma function 
6 constant in uY correlation (m) 
A non-dimensional density (P - Pa)/Pa 
E frontal entrainment coefficient in eqn. (4) 
P density of g-air mixture ( kg/m3 ) 
PO initial density of gas-air mixture ( kg/m3 ) 
Pa density of air (kg/m3) 



PE density of emitted gas (kg/m3) 
ox x-direction dispersion coefficient (m) 

OY Pasquill-Gifford lateral dispersion coefficient (m) 
@(Ri*) function describing influence of stable density stratification on 

vertical diffusion 
Ql stability correction to logarithmic velocity profile 
h Monin-Obukhov length (m) 
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